Have We achieved Personalized Dialogue
Generation yet?
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text

- Image Captioning

<start> a close up of a person
wearing a bow tie <end>
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text
- Table to Text

Inpu.t . Denise Margaret Scott

Born 24 April 1955
Melbourne, Victoria

Nationality | Australian

Other names | Scotty

Occupation | Comedian, actor,
television and radio
presenter

Output:

Denise Margaret Scott (born 24
April 1955) is an Australian
comedian, actor and television
presenter.
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text

- Graph to Text

Inpl.l"': Sunk
Bruno Mars

i
0{ o(\%\
Count, county
retro style, funk, c,-n-Zen?I’];;f hip hop

rhythm and blues, pe%% Us
o i er " .
hip hop music, ... Uptown Funk

knowledge graph

Peter Gene Hernandez (born October 8, 1985), known professionally as
Bruno Mars, is an American singer, songwriter, multi-instrumentalist,
record producer, and dancer. He is known for his stage performances,
retro showmanship and for performing in a wide range of musical
styles, including R& B, funk, pop, soul, reggae, hip hop, and rock.
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text

o  Text-2-Text
m Generating a lexicalized human-readable response based on a textual context

Traditionally: Converting Mean Representation (a non-linguistic intermediate
representation) to a lexicalized output

Properties of the Generation output:
e Correctness
e Appropriateness
e Coherent
([

Engaging
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What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text Extractive Summarization

P 4
o  Text-2-Text .
. Source Text: Peter and Elizabeth took a taxi to attend the night party in the city.
m ByDomain:

L4 Summarization While in the party, Elizabeth collapsed and was rushed to the hospital.
o  Abstractive vs. Extractive

Summary: Peter

Abstractive Summarization
Source Text: P88l and ElZEBEHH took a taxi to Bilend the night RS in the city.

While in the party, EliZ8DeH collapsed and was rushed to the [[SSPital.
,/
Summary:  Elizabeth was hospitalized after attending a party with Peter. /
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What is Natural Language Generation?

e Whatis Natural Language Generation?
Context: Tom and Sheryl have been together for two years. One
o Data-2-Text day, they went to a carnival together. He won her several
o Text-2-Text stuffed bears, and bought her cakes. When they reached the
) Ferris wheel, he got down on one knee
m ByDomain:

e Story Generation Prediction: Tom asked Sheryl to marry him.

Generation

sentencen Eventify eveCentZEvent

\ 1A | generalized
sentencen.1 < Slot filler sentencers: Event2Sentence

Selection

Right Ending Wrong Ending
Tom asked Sheryl to marry him. He wiped mud off of his boot.
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What is Natural Language Generation?

What is Natural Language Generation?
o Data-2-Text
o  Text-2-Text
m ByDomain:
e Response Generation
o Task-Based
o Open-Domain
o Q&A

Signals & Interactive Systems

s

- )
Passage Sentence Between question and

In meteorology, precipitation is any answer
product of the condensation of .
atmospheric water vapor that falls cause---gravity

under gravity. precipitation---gravity
Question fall---gravity
what---gravity

‘ What causes precipitation to fall?
Answer Candidate

‘ gravity
\.

welcome

REPLY: Hello, {name}. | can help you find store hours for your local
Kwik-E-Mart. How can | help?

When does the store on

Finli g STATE:  send_store_hours

REPLY: The {store_name} Kwik-E-Mart opens at {open_time} and
closes at {close_time} {date} .

send_nearest_store

LY: Your nearest Kwik-E-Mart is located at {store_name}.

TATE: = say_goodbye

PLY: Have a nice day.




What is Natural Language Generation?

e Whatis Natural Language Generation?
o Data-2-Text
o  Text-2-Text
m ByDomain:
e Summarization
o  Abstractive vs. Extractive
Story Generation
Response Generation
o Task-Based vs. Open-Domainvs. Q & A
Translation

m By Policy:
e Template-based vs. Selection vs. Generation
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Generative Vs. Retrieval?

e Whatis Natural Language Generation?
o Data-2-Text
o  Text-2-Text
m By Policy:
e Template-based vs. Selection vs. Generation

Selection / Retrieval Based: Generation:

Response
Candidates Context | Context
Tt ENCODER

|:"|] E‘J E‘] : DECODER
—

Response Response
Candidate 1 Candidate 2

v X

Response Candidate 3
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What is Personal Dialogue Generation?

e Personal dialogues are conversations which include user-specific recollections of events,
objects, entities and their relations.

o They may also encompass personal feelings, thoughts, and emotions.
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What is Personal Dialogue Generation?

e Personal dialogue generation requires to:
1) Hold dialogues about personal events, relationships, and participants
2) carrying out multi-session conversations over extended period of time.

3) obtain the required knowledge during each interaction with the user and from her
Personal Narratives.
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We need Dialogue Data!

e The acquisition of a dialogue corpus is a key step in the process of training a dialogue model.

¢ Signals & Interactive Systems
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We need Dialogue Data!

The acquisition of a dialogue corpus is a key step in the process of training a dialogue model.

Corpora acquisitions have been designed either for open-domain information retrieval

about a finite set of topics (e.g. news, music, weather, games etc.) or slot-filling tasks (e.g.
restaurant booking).
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We need Dialogue Data!

The acquisition of a dialogue corpus is a key step in the process of training a dialogue model.

Corpora acquisitions have been designed either for open-domain information retrieval

about a finite set of topics (e.g. news, music, weather, games etc.) or slot-filling tasks (e.g.
restaurant booking).

However, neither of the above approaches can address the need for personal conversations
which include user-specific recollections of events, objects, entities and their relations.
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We Collect Dialogue Data!

e We proposed a novel methodology to collect corpora of personalized follow-up dialogues.!

o Dialogue follow-ups are a critical resource for learning about the life events of the
narrator as well as his/her corresponding thoughts and emotions in a timely manner.

Personal Narratives

—

Tomorrow is
the birthday
of my son
and we are
having a
| | small party.

[—

| called my

mom and we

ended up —r—>j
fighting over

| | the phone.

P—
My interview
went very well

( Stimulus \

Generation
Algorithm

Automatic
Sentiment
Analyzer

)
Extractive

Summarizer

~——

Natural
Language

Generation
—

and they
offered me a
L position.
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Personal Dialogue

Stimuli

Dialogue

Writers

You were anxious about
your son's birthday, Do
you have any new
thoughts about it?

—

You told me you were

your mom, How do you
feel about it now?

| recall you were happy

about your interview

&

(o) f

> upset about the call with 3 !

ju

\/

| yesterday, Do you wantto |
tell me more about it now?

Corpus of
Follow-up Dialogues

S —

PHA (Stimulus): You told me
you were upset about the call
with your mom, How do you
feel about it now?

Alice:lt's fine, | talked to her this
morning and everything is fine

PHA: | am glad to hear that, we
all experience moments that
trigger our negative emotions...

Training of
Natural Language Generation
and Dialogue Models

[1] Mousavi, S. M., Cervone, A., Danieli, M., & Riccardi, G. (2021, June). Would you like to tell me more? Generating a corpus of
psychotherapy dialogues. In Proceedings of the Second Workshop on Natural Language Processing for Medical Conversations (pp. 1-9).




We need Personal Narrative Understanding!

e We need to obtain the knowledge required for responding during each interaction with the
user
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We need Personal Narrative Understanding!

e We need to obtain the knowledge required for responding during each interaction with the
user

e APersonal Narrative has a complex structure.
o ltisdifferent than Intent(or Dialogue Act) classification and slot filling.
o We need to extract personal events, emotions, and participants.
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We need Personal Narrative Understanding!

We need to obtain the knowledge required for responding during each interaction with the
user

A Personal Narrative has a complex structure.
o ltisdifferent than Intent(or Dialogue Act) classification and slot filling.
o We need to extract personal events, emotions, and participants.

We need to construct the Personal Space of the user from her narratives
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We develop an Event-Relation Extractor!

e Wedevelop an unsupervised approach to automatically extract personal life-events and
participants from the users’ narratives and represent them as a personal graph.?

Personal Narrative Day 1

Ho portato con me il
portatile a lavoro. Il mio
portatile é stato riparato
dal tecnico. Apprezzo
molto il mio portatile

Personal Narrative Day 2 )
1

This personal graph is then updated at each interaction with the patient.

Personal Space Graph

Entity-Relation
Extraction apprezzo molto il mio|
(3) ‘
.

Functional Unit - ‘
Segmentor 1 ho portato il
\» ; ()
* ’
Null Subject ¥
Restorer portatile

male di me.

collega.

Il mio collega parla

Litigo

spesso con il mio

Dependency
Parser
2

-

Entity Linking ~
V4 Y
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, tecnico

\ '
- 7’

[2] Mousavi, S. M., Negro, R., & Riccardi, G. (2021). An Unsupervised Approach to Extract Life-Events from Personal Narratives in the

Mental Health Domain. Eighth Italian Conference on Computational Linguistics.
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Another Perspective: Emotion Carriers!

Emotion Carriers (EC) are defined as the persons,
objects or actions that explain the emotion felt by
the narrator, after recollecting the event®.

EC tokens clearly convey the activation of the / Emotion-laden word  Emotion Carrier \
emotional state in the narrator, even though they FUL: Lexperienced a bit of distress  SSINSRIES

may not explicitly manifest a sentiment. Emotion Carrier Emotion-laden word
FU2: because talking with colleagues makes me anxious!

In contrast, emotion-laden words (SUCh as happy’ Example: Emotion-laden words manifest a sentiment

sad, enjoyed, and overwhelmed), eXplICItly explicitly whl.le motzon_ Carrler_s describe the events,
. . ) Qersons or objects conveying emotions. /
express certain sentiment polarlty.

° om
m Is < [3] Mousavi, S. M., et al. "Can Emotion Carriers Explain Automatic Sentiment Prediction? A Study on Personal Narratives."
— Proceedings of the 12th Workshop on Computational Approaches to Subjectivity, Sentiment & Social Media Analysis. 2022. 21 I 26
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Lets Try Retrieval Response Models!

We developed a Retrieval Based PHA for the mental health domain.*>

The results show a significant positive trend in the reduction of symptoms related to distress,
obsessivity, and compulsivity by the patient group that received support from PHA.

Conversations with PHA

PHA Therapeutic Suggestions

&Exercises

The therapists engaged in the studies & Snsssies %

‘ PHA: What did you think of? what went

believe the blended intervention may Factvate patiomts' . S0

The patients recollect events, nes. The idea Follow-up Database
emotional state and b = =

. . y

improve the patients’ mental health g&\ I ABC. S oo e, F7,
. . . . L X1\ /4

since it results in continuous support ) \ ’
provision by the conversational agent.

The therapists provide support about the events The therapists supervise the PHA interactions
mentioned during the therapy session as well as with the patients while collecting the patients'
the notes and recollections. notes and recollections.

N _/

Therapist

[5] Danieli M, Ciulli T, Mousavi MS, Silvestri G, Barbato S, Di Natale L, Riccardi G. TEO: Assessing the Impact of Conversational Al in the 22 I 26

Treatment of Stress and Anxiety in Aging Persons: A Randomized Controlled Trial Study. JMIR Preprints.

. [4] Danieli M, Ciulli T, Mousavi S, Riccardi G. A Conversational Artificial Intelligence Agent for a Mental Health Care App: Evaluation Study
m S 2 of Its Participatory Design. JMIR Form Res 2021;5(12)
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Lets Try Retrieval Response Models!

e Wedeveloped a Retrieval Based PHA for the mental health domain.*>

Personal Healthcare Agent

/ Dialogue Manager \ Bosomsca
User Input Natural Language

% hesan Understanding ABCNote | | Stimulus | Fersond
Collection Generation Tips
) and

Exercises

Dialogue Personal ‘
Follow-Up | | Space Graph |

N\

Psychologist \ PHA Response . .
in-the-loop Response Coherence ‘ <€—>» Conversations
(very low latency) Selection Ranker &

\ \ / ABC Notes

) Data Base

[4] Danieli M, Ciulli T, Mousavi S, Riccardi G. A Conversational Artificial Intelligence Agent for a Mental Health Care App: Evaluation Study

® : m of Its Participatory Design. JMIR Form Res 2021;5(12)
I i [5] Danieli M, Ciulli T, Mousavi MS, Silvestri G, Barbato S, Di Natale L, Riccardi G. TEO: Assessing the Impact of Conversational Al in the

Signals & Interactive Systems Treatment of Stress and Anxiety in Aging Persons: A Randomized Controlled Trial Study. JMIR Preprints.
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Can we Train now?

We are experimenting with generative models

We are currently working on Conversational Fine-Tuning of Pre-Trained Language Models

IT5: Large-scale T5 for Italianl I
(small, base, large)
[Dialogue History] [Response]

h
2

h r
3 wl

T

GePpeTto GPT-2 for Italian L1 || IT5: Large-scale T5 for Italian L1

T

[Dialogue History] GePpeTto GPT-2 for Italianl I

CPT-4
SMALL

h r
Wl <S> w W', [eos]

h
1

h

w w

2 wha <Sz> Wy Wy Wy (small)
° om
(J e IS:‘} 24|26
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Issues & Challenges

The design, training and development of a PHAs is strongly subject to factors of accuracy,
appropriateness and acceptance by the user and ethical compliance.

Data-driven conversational models (including GPT-x, T5, ...) suffer from the major issues of
generating toxic responses, which are unethical, offensive, biased, and dangerous leading to
ethical problems, and are unexplainable due to their nature.

Meanwhile, detecting and controlling such toxic output in these models are yet not possible
due to the nature of such models.

Personalization of CAs is limited to food preference and pronoun selection.

SISy
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Can we Train now?

End-to-End generative models are known for generic and inappropriate response generation
o  We are experimenting the grounded-response generation

[Personal Knowledge] [Dialogue History] [Response]

k h h h r r
3 w5, w3 <S,> w3 W3 Wiy <R> Wy W

T

K> owkowk, w

[GePpeTto GPT-2 for Italian i B || IT5: Large-scale T5 for Italian fl I]

T

[Personal Knowledge] [Dialogue History]

k
2

K> wkow wh, <S> wh W, w5 Wl

Linearized® Personal Space Graph

° [a]
m l S < [6] Ribeiro, L. F., Schmitt, M., Schiitze, H., & Gurevych, I. (2021, November). Investigating Pretrained Language Models for
— Graph-to-Text Generation. In Proceedings of the 3rd Workshop on Natural Language Processing for Conversational Al (pp. 211-227).
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